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ABSTRACT Two designed ankyrin repeat (AR)
proteins (E3_5 and E3_19) are high homologous
(with about 87% sequence identity) and their crys-
tal structures have a Ca atom-positional root-mean-
square difference of about 0.14 nm. However, it was
found that E3_5 is considerably more stable than
E3_19 in guanidinium hydrochloride and thermal
denaturation experiments. With the goal of provid-
ing insights into the various factors contributing to
the stabilities of the designed AR proteins and sug-
gesting possible mutations to enhance their stabil-
ities, homology modeling and molecular dynamics
(MD) simulations with explicit solvent have been
performed. Because the crystal structure of E3_19
was solved later than that of E3_5, a homology
model of E3_19 based on the crystal structure of
E3_5 was also used in the simulations. E3_5 shows a
very stable trajectory in both crystal and solution
simulations. In contrast, the C-terminal repeat of
E3_19 unfolds in the simulations starting from ei-
ther the modeled structure or the crystal structure,
although it has a sequence identical to that of E3_5.
A continuum electrostatic model was used to esti-
mate the effect of single mutations on protein sta-
bility and to study the interaction between the
internal ARs and the C-terminal capping AR. Muta-
tions involving charged residues were found to
have large effects on stability. Due to the differ-
ence in charge distribution in the internal ARs of
E3_19 and E3_5, their interaction with the C-termi-
nal capping AR is less favorable in E3_19. The sim-
ulation trajectories suggest that the stability of the
designed AR proteins can be increased by optimiz-
ing the electrostatic interactions within and be-
tween the different repeats. Proteins 2006;65:285–
295. VVC 2006 Wiley-Liss, Inc.
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INTRODUCTION

Ankyrin repeat (AR) proteins mediate a host of impor-
tant protein–protein interactions in virtually all species,
ranging from viruses to humans and are found intracellu-

larly, extracellularly and in membrane-bound form.1–4

More than 25,000 ARs have been identified in more than
4000 different proteins in the nonredundant protein data-
base (http://smart.embl-heidelberg.de)5–7 since this motif
was first discovered in the yeast cell cycle.8,9 They are
built of tightly joined repeats of usually 33 amino acids.
Each repeat forms a structural unit (b2a2) which consists
of a b-turn, followed by two antiparallel a-helices and a
loop reaching the turn of the next repeat.1–4 The ex-
tended b-sheet projects away from the helical pairs al-
most at 908 angles, resulting in a characteristic L-shaped
cross-section. Some AR proteins consist solely of AR;
others are multidomain molecules, in which ARs are com-
bined with other structural modules. The number of re-
peats in different protein is highly variable. Usually four
to six repeats assemble to form a domain, but proteins
containing up to over 30 consecutive repeats have been
found.4 The AR architecture permits adapting the size
and varying and modulating the binding surface to a tar-
get protein, leading to high-affinity interactions. AR pro-
teins are involved in a wide variety of biological processes,
such as transcription initiation or inhibition, cell cycle reg-
ulation, maintenance of cytoskeletal integrity, ion trans-
port, and cell–cell signalling.1–4 Recent X-ray and NMR
structures of AR proteins, alone and in complex with their
target proteins, have provided invaluable insights into the
molecular basis for their wide variety of biological func-
tions.2,4 Up to now, the atomic structures of 18 (including
13 naturally occurring and 5 designed) AR proteins have
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been deposited in the Protein Data Bank.10 Even though
different parts of the surface of an AR protein could be
involved in protein–protein interactions, most AR proteins
interact with their target proteins via the protruding b-
turns and the following a-helices.2,4

For practical biotechnological applications of proteins, in
addition to specific functions of binding or catalysis, it is
important to use molecules that are well behaved with
regard to biophysical properties, such as stability, high
yield of folding, and low propensity for aggregation. Vari-
ous design and engineering approaches have been pro-
posed in protein design and protein engineering.11 A par-
ticularly promising route exploiting the sequence informa-
tion and creating molecules with the desired biophysical
properties is consensus design. It makes use of statistical
analyses of sequence alignments of families of homologous
proteins.12–14 Its underlying idea is that structurally im-
portant residues of proteins are more conserved than other
residues during protein evolution. In contrast, residues im-
portant for the specific binding function of an individual
molecule are not conserved across the family. Thus, replac-
ing a residue with a corresponding consensus amino acid
may improve the stability or the folding efficiency of a pro-
tein. Generally, natural AR proteins are considered to be
thermodynamically rather unstable and prone to aggrega-
tion. Recently, consensus design has been applied to AR
proteins. Consensus protein with two to four repeats have
been reported15 and a library approach has been pre-
sented14,16–19 in which two to four internal repeats were
placed between N- and C-terminal capping repeats, where
the internal repeats contain randomized interaction resi-
dues. It has been shown that designed AR proteins are well
expressed and thermodynamically very stable. The struc-
tures of two N3C AR proteins (E3_5 and E3_19), with
three internal ARs, were determined by X-ray crystallogra-
phy.16,19 E3_19 differs from E3_5 by 20 amino acids at the
randomized positions (all within the internal ARs, about
13% of the sequence). In Figure 1, the superposition of the
two crystal structures, based on a least-squares fitting of
the Ca atoms, is shown. The Ca atom-positional root-
mean-square difference (RMSD) is about 0.14 nm. The
major structural difference is the orientation of two helices
in the C-terminal capping AR. GdmCl unfolding and ther-
mal denaturation experiments followed by CD showed that
E3_19 is considerably less stable than E3_5.16,17

Complementary to experimental studies,16,17 we here
use molecular dynamics (MD) simulations in combination
with homology modeling and continuum electrostatics to
study the stability of the designed AR proteins E3_5 and
E3_19. Because the crystal structure of E3_1919 was
solved about one year after that of E3_516 and the
sequences of E3_5 and E3_19 are highly homologous, a
homology model was used as starting structure for E3_19
in one of the simulations. With this level of homology,
structural modeling approaches have been proven to be
highly successful.20 Results from MD simulation of E3_19
in aqueous solution starting from the modeled structure
(E3_19MS) are compared with those obtained starting
from the X-ray crystal structure of E3_19 (E3_19S). In

addition, the simulated properties of E3_5 in aqueous so-
lution (E3_5S) and in crystal (E3_5C) are compared.
From the resulting trajectories, we examined the differ-
ence in the fluctuations between the two proteins E3_5
and E3_19. Continuum–electrostatic model calculations
based on static structures were used to study the effect of
20 single mutations of the protein E3_5 on its stability in
the native fold and on the interactions between the inter-
nal ARs and the C-terminal capping AR. Based on our
simulation studies, an avenue to increase the stability of
the designed AR proteins is proposed.

Recently, the stability of AR proteins as function of the
number of their repeat units has been studied using an
Ising-type of model.21,22 Each repeat unit was modeled as
one bead or particle with one parameter describing its
tendency to fold. The second parameter of the model was
the strength of the first neighbour interaction between
beads or repeats that are adjacent to each other. For such
a one-dimensional (1D) Ising model the partition function
can be calculated analytically as function of the two para-
meters. The relative stabilities of AR proteins of different
lengths were calculated. However, due to its simplicity,
the effects of mutations can not be calculated. This excludes
a comparison of the results with those obtained here.

MATERIALS AND METHODS
Molecular Dynamics Simulations

MD simulations were performed with the GROMOS
software package23,24 using the force-field parameter set
45A3.25,26 The simulations are summarized in Table I. Ini-
tial coordinates were either taken from the X-ray structures
of E3_5 (PDB ID: 1MJ0)16 and E3_19 (PDB ID: 2BKG)19 or
from the structure of E3_19 obtained by homology modeling
from the X-ray structure of E3_5. The modeled structure of
E3_19 was generated by substituting the side-chain configu-
rations of the mutated sites of E3_5 by those of a set of
standard configurations of amino acids.23 The 20 mutation
sites are: Thr33Glu, Asn35Thr, Asp36Tyr, Tyr38Asp, Ser46-
Arg, Asn47Val, Ser66Leu, Leu68Phe, Thr69Ser, Ile71Ser,
Ala79Lys, Thr80Arg, His92Tyr, Tyr99Asp, Asn101Thr,

Fig. 1. Superposition of the crystal structures of proteins E3_516

(PDB: 1MJ0) and E3_1919 (PDB: 2BKG) based on least-squares fitting
of the positions of the Ca atoms. [Color figure can be viewed in the
online issue, which is available at www.interscience.wiley.com.]
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Asp102Ile, His104Ser, Lys112Asp, Tyr113Thr, and His125-
Tyr. Ionization states of residues were assigned according to
a pH value of 8.0. The histidine side-chains were protonated
at the Ne atom. For the crystal simulation denoted as
E3_5C, the crystallographically determined 178 water mole-
cules, two sulfate ions, and one tris(hydroxymethyl)amino-
methane molecule were included. The simple-point-charge
(SPC) water model27 was used to describe the solvent mole-
cules. In the solution simulations, water molecules were
added around the protein within a truncated octahedron
with a minimum distance of 1.4 nm between the protein
atoms and the square wall. In the crystal simulation
E3_5C the starting coordinates of the four symmetry-
related E3_5 molecules in the unit cell were obtained by
performing the P21212 symmetry transformations using
the experimental unit cell edge lengths a ¼ 7.3864 nm,
b ¼ 4.7360 nm, and c ¼ 4.7003 nm. A total of 80 counter-
ions (Naþ) were included in the crystal simulation. All the
bonds were constrained with a geometric tolerance of
10�4 using the SHAKE algorithm.28 A steepest-descent
energy minimization of the systems was performed to
relax the solute–solvent contacts, while positionally
restraining the solute atoms using a harmonic interaction
with a force constant of 2.5 3 104 kJ mol�1 nm�2. Next,
steepest-descent energy minimization of the system with-
out any restraints was performed to eliminate any resid-
ual strain. The energy minimizations were terminated
when the energy change per step became smaller than 0.1
kJ mol�1. For the nonbonded interactions, a triple-range
method with cutoff radii of 0.8/1.4 nm was used. Short-
range van der Waals and electrostatic interactions were
evaluated every time step based on a charge-group pair-
list. Medium-range van der Waals and electrostatic inter-
actions, between (charge group) pairs at a distance longer
than 0.8 nm and shorter than 1.4 nm, were evaluated
every fifth time step, at which point the pair list was
updated. Outside the longer cutoff radius a reaction-field
approximation29 was used with a relative dielectric per-
mittivity of 78.5. The center of mass motion of the whole
system was removed every 1000 time steps. Solvent and
solute were independently, weakly coupled to a temperature
bath of 295 K with a relaxation time of 0.1 ps.30 In the solu-
tion simulations, the systems were also weakly coupled to a

pressure bath of 1 atm with a relaxation time of 0.5 ps and
an isothermal compressibility of 0.7513 3 10�3 (kJ mol�1

nm�3)�1. One hundred picoseconds of MD simulation with
harmonic position restraining of the solute atoms with a force
constant of 2.5 3 104 kJ mol�1 nm�2 were performed to
further equilibrate the systems. The simulations E3_5S,
E3_19MS, and E3_19S were carried out for 12 ns and the
simulation E3_5C for 6 ns. The trajectory coordinates and
energies were saved every 0.5 ps for analysis.

Analysis

Atom-positional RMSDs between the structures were
calculated by performing a rotational and translational
atom-positional least-squares fit of one structure on the
second (reference) structure using a given set of atoms. A
hydrogen bond is assumed to exist based on a geometric
criterion: the hydrogen-acceptor distance is smaller than
0.25 nm and the donor-hydrogen-acceptor angle is larger
than 1358. The secondary structure assignment was done
using the program PROCHECK.31 The dipole moment of
a set of (partial) charges with non-zero total charge is de-
pendent on the choice of origin of the spatial coordinate
system. Because the latter choice is arbitrary, we have
calculated the dipole moment of the protein or a part of it
in two different ways: either by distributing the non-zero
total charge equally over all atoms or by shifting the ori-
gin to the Ca atom of residue 79, which atom lies more or
less in the middle of the atoms for which the dipole
moment is calculated.

Poisson–Boltzmann Type of Calculations

The free energy difference between a protein in its
native (N) state and its denatured (D) state, DGN�D, is a
measure of its stability. For the wild-type protein this
quantity is denoted by DGN�D

w and for mutants of the pro-
tein by DGN�D

m . The relative stability of the mutant with
respect to the wild-type protein is then32

DDGN�D ¼ DGm
N�D � DGw

N�D: ð1Þ

Because the free energy is a thermodynamic state func-
tion, we can express DDGN�D also as a difference between
the difference DGN

m�w ¼ DGN
m � DGN

w between the mutant

TABLE I. Overview of the MD Simulations of the Different Systems

Simulations Label E3_5C E3_5S E3_19MS E3_19S

Protein 4 3 E3_5 E3_5 E3_19 E3_19
Boundary conditions Rectangular Truncated octahedron Truncated octahedron Truncated octahedron
Starting structure PDB ID: 1MJ0 PDB ID: 1MJ0 Modeled PDB ID: 2BKG
Number of water molecules 712 9522 9528 8790
Number of ligand/ions
SO42� 8
TRS 1
Naþ 80

Total charge (e) 0 �16 �16 �16
Simulation time (ns) 6 12 12 12

E3_5C: four E3_5 proteins in a crystal unit cell, starting from the X-ray structure (PDB ID: 1MJ0); E3_5S: protein E3_5 in aqueous solution,
starting from the X-ray structure (PDB ID: 1MJ0); E3_19MS: protein E3_19 in aqueous solution, starting from the model structure derived
from the X-ray structure of E3_5; E3_19S: protein E3_19 in aqueous solution, starting from the X-ray structure (PDB ID: 2BKG).
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and wildtype in the native state and the difference
DGD

m�w ¼ DGD
m � DGD

w between the mutant and wild-type
in the denatured state,

DDGN�D ¼ DGm�w
N � DGm�w

D : ð2Þ

In the absence of structural information about the mu-
tant, DGN

m�w can be approximated by using in the free-
energy calculation the native wild-type structure and a
native mutant structure obtained by homology modeling.
The quantity DGD

m�w cannot be calculated in an analogous
manner because no information on the ensemble of dena-
tured conformations is available. However, it has been
proposed by Börjesson and Hünenberger32 to assume that
the quantity DGD

m�w is linearly related to DGN
m�w, which

yields

DDGN�D ¼ DGm�w
N � ðaDGm�w

N þ bÞ
¼ ð1� aÞDGm�w

N � b: ð3Þ

An even simpler approximation is to use a ¼ b ¼ 0. Then
the free difference between 20 single site mutants of
E3_5 and E3_5 in the native fold can be calculated as32

DGm�w
N ¼Gm

N �Gw
N

¼ 1

2

XN
i¼1

qmi fm
ew
ðr!iÞ�fm

ep
ðr!iÞ

h i

�1

2

XN
i¼1

qwi fw
ew
ðr!iÞ�fw

ep
ðr!iÞ

h i

þ 1

4pe0ep

XN�1

i¼1

XN
j>i

qmi q
m
j

rmij
�
XN�1

i¼1

XN
j>i

qwi q
w
j

rwij

" #
þDGw�m

N;np : ð4Þ

The continuum electrostatics calculations were per-
formed on static protein structures using a modified ver-
sion of the GROMOS program incorporating the routines
of the UHBD program33,34 for solving the linearized Pois-
son–Boltzmann equation using a finite-difference algo-
rithm to obtain the electrostatic potential f‹ðr

!Þ for a
dielectric continuum with permittivity e and for computing
the surface-area dependent nonpolar term (np).35,36 The par-
tial charges were taken from the GROMOS force-field pa-
rameter set 45A325,26 used in the explicit solvent MD simula-
tions. The atomic radii of the solute atoms were calculated
from Lennard–Jones C6 and C12- parameters defining the
interaction between the specific atom and an SPC water oxy-
gen atom27 as R ¼ (2C12/C6)

1/6 � 0.14 nm (the approximate
radius of a water molecule subtracted from the atom–water
oxygen distance at the minimum of the Lennard–Jones
curve). Hydrogen atoms were treated differently and assigned
a common radius of 0.01 nm. The protein was centered on a
cubic grid of 7.0 nm edge length with a uniform grid spacing
of 0.05 nm, and rotated to maximize the solute-to-wall dis-
tance (>0.5 nm). The value of the relative dielectric permittiv-
ity of the protein interior, ep, was set to 2, the ionic strength
was set to 0 M. A value of ew ¼ 78.5 was used for the relative
dielectric permittivity of water. The effective microscopic
interfacial tension was set to 10.46 kJ mol�1 nm�2.37

Poisson–Boltzmann calculations were also used to
investigate the interactions and binding energy between

the internal ARs and the C-terminal capping AR of the
proteins.35,36 The internal ARs and the C-terminal cap-
ping AR were treated as two separate molecules or com-
ponents. Figure 2 illustrates the thermodynamic cycle to
calculate the binding energy which can be expressed as

DGbind ¼ DG1 ¼ DG2 þ DG3 � DG4; ð5Þ

where DG2 is the solvation free energy of the complex,
DG4 is the sum of the solvation free energies of the iso-
lated components, and DG3 is the binding energy of the
components in a constant environment identical to the
biomolecular interior. In practice, the solvation free ener-
gies DG2 and DG3 are obtained by solving the Poisson–
Boltzmann equation and calculating the nonpolar contri-
bution, while DG3 is typically calculated using Coulomb’s
law. The parameters were the same as those used before.

RESULTS AND DISCUSSION
Comparison between the Crystal Structures
and Modeled Structure of E3_5 and E3_19

Molecular dynamics with positional restraining the pro-
tein atoms in water was used to refine the modeled struc-
ture of E3_19 derived from the crystal structure of E3_5.
With the large force constant used for the restraining
potential energy term, little structural rearrangements
were observed during the refinement, resulting in a Ca
atom-positional RMSD of 0.02 nm between the modeled
structure before and after MD refinement. The crystal
structure of E3_19 is rather close (with Ca atom-positional
RMSD of 0.14 nm) to that of E3_5 (Fig. 1). The major
structural difference between E3_5 and E3_19 comes from
the orientation of the C-terminal capping ARs.

Fig. 2. Thermodynamic cycle for calculating the binding energy of a
complex of two molecules or components. The white background indi-
cates an environment identical to the biomolecular interior with a low rel-
ative dielectric permittivity (in our case ep ¼ 2). The gray background
indicates an aqueous environment with the relative dielectric permittivity
set to that of the solvent, that is, in our case ew ¼ 78.5 of bulk water.
DG1 is the binding energy of the complex in aqueous environment, DG2

is the solvation free energy of the complex, DG3 is the binding energy of
the components in a constant environment identical to the biomolecular
interior, and DG4 is the sum of the solvation free energies of the isolated
components.
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Convergence and Stability of Simulations

Atom-positional RMSDs were determined for the back-
bone atoms in the MD trajectories with respect to the X-
ray derived or modeled starting structures. In Figure 3,
the back-bone atom-positional RMSDs of protein E3_5
are shown for both the E3_5C and E3_5S simulations. In
the crystal simulation, the RMSDs converge more slowly
than in the solution simulation. Not unexpectedly, the
crystal simulation stays—in terms of RMSD—closer to
the X-ray structure than the solution simulation. The
four different molecules in the crystal simulation show
very similar behavior. In the solution simulation, larger
fluctuations are observed. In Figure 4, backbone atom-
positional RMSDs for the proteins E3_5 and E3_19 in so-
lution are shown for the simulations E3_5S, E3_19MS
and E3_19S. The E3_5 protein remains close to its X-ray
structure over the entire 12 ns simulation (E3_5S, black
solid line) with a RMSD of 0.25 nm at the end of the sim-
ulation. Starting from the modeled structure, the E3_19
protein was stable for about 5 ns in the simulation
E3_19MS (red solid line). Then an increase of RMSD
indicating a large structure rearrangement is observed
(details will be discussed later). The RMSD in the simula-
tion E3_19S (green solid line) steadily increases after
5 ns. Taking together the two simulations E3_19MS and
E3_19S, we can conclude that in solution the protein
E3_19 is less stable than E3_5, which has also been
observed experimentally.16,17 Regarding the internal AR
parts of these two proteins, there is not much difference
in their stabilities. The backbone atom-positional RMSDs

of the atoms in the internal AR (IAR) helices hoover
between 0.07 and 0.13 nm for simulations E3_5S,
E3_19MS, and E3_19S (blue, yellow, and brown solid
lines, respectively). This indicates that the internal ARs
of the two proteins are comparably stable and the differ-
ence between their overall stabilities mainly resides in
the N-terminal and C-terminal caps. This is remarkable,
as the capping repeats are of identical sequence.

Atom-Positional RMS Fluctuations and Structural
Rearrangements

Ca atom-positional RMSFs were calculated for the final
4 ns of the simulation to ensure full convergence.38 Not
unexpectedly, compared to the RMSFs in the crystal sim-
ulation (E3_5C) of protein E3_5 (Fig. 5), the solution sim-
ulation (E3_5S) shows larger atomic fluctuations espe-
cially in the turn and loop regions. This is consistent with
early experimental and simulation studies on the struc-
tural comparison between proteins in crystal and in solu-
tion.39–41 The RMSFs derived from the X-ray crystallo-
graphic isotropic atomic B-factors are shown in Figure 5
for comparison. They are of comparable magnitude. In
the crystal simulation, the atoms in helices are less mo-
bile in comparison to the crystallographically derived B-
factors, while for the loops the opposite is observed. As
pointed out elsewhere,38,41 these two sets of RMSF are
not entirely comparable due to their different definitions.

Figure 6 shows RMSFs of Ca atoms in the solution sim-
ulations E3_5S (black), E3_19MS (red), and E3_19S
(green). Generally, those of E3_5S are smaller than those

Fig. 3. Backbone atom-positional RMSD in the simulations E3_5C and E3_5S of protein E3_5 with
respect to the X-ray structure as a function of simulation time. The values for the four molecules in the unit
cell of the crystal simulation E3_5C are depicted in black, red, green, and blue, respectively, while those in
the solution simulation E3_5S are depicted in yellow.
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Fig. 4. Backbone atom-positional RMSD in the simulations E3_5S, E3_19MS, and E3_19S of proteins E3_5
and E3_19 in solution with respect to their respective initial structures as a function of simulation time. The val-
ues in the simulation E3_5S, E3_19MS, and E3_19S are depicted in black, red, and green, respectively. Those
of the backbone atoms in the internal AR (IAR) helices are depicted in blue, yellow, and brown, respectively.

Fig. 5. Backbone atom-positional RMSF in the simulations E3_5C and E3_5S of protein E3_5. The values
for the four molecules in the unit cell of simulation E3_5C are depicted in black, red, green, and blue, respec-
tively, those in the solution simulation E3_5S are depicted in yellow, and those calculated from the crystallo-
graphically derived experimental B-factors are depicted in brown. Residues found in a-helical conformations
(according to the X-ray structure) are indicated by black bars.
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Fig. 6. Backbone atom-positional RMSF in the simulations E3_5S (black), E3_19MS (red), and E3_19S
(green) of proteins E3_5 and E3_19 in solution. Residues found in a-helical conformations (according to the
X-ray structure) are indicated by black bars, while the 20 residues, for which E3_5 and E3_19 differ, are indi-
cated by purple squares.

Fig. 7. Secondary structure of the proteins E3_5 and E3_19 in the simulations E3_5C, E3_5S, E3_19MS,
and E3_19S as a function of time. For the crystal simulation E3_5C only the secondary structure for molecule
1 is shown. Secondary structure definition is according to Laskowski and co-workers.31 310-helix (black), a-
helix (red), p-helix (green), bend (blue), b-bridge (yellow), b-strand (brown), and turn (gray). Each dot in the
MD trajectories represents a period of 50 ps.
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of E3_19MS and E3_19S, especially at the C-terminus.
Although the difference in sequence between proteins
E3_5 and E3_19 resides within the internal ARs (purple
squares in Fig. 6), the major difference in mobility is
observed at the C-terminal cap of the protein.
Figure 7 shows the secondary structure pattern in the

simulations E3_5C, E3_5S, E3_19MS, and E3_19S as ob-
tained from the program PROCHECK.31 In the crystal
simulation E3_5C, the helical secondary structure ele-
ments are well preserved in all four molecules (only the
first molecule is shown), while in the solution simulation
E3_5S, slightly more fraying at the ends of the helices is
observed. In the E3_19MS simulation, the C-terminal he-
lix totally disappeared after 5 ns. This occurs still earlier
in the simulation E3_19S, in which the second to last he-
lix disappeared, too, thereby partially adopting p-helical
conformations.
In Figure 8, the final structures of simulations E3_5S

(Panel A), E3_19MS (Panel B), and E3_19S (Panel C) are
shown. The 20 mutation sites are shown in licorice for-
mat with the negatively charged residues in red, the posi-
tively charged residues in blue, and the neutral residues
in cyan. The final structure of E3_5 in the simulation
E3_5S is similar to the X-ray crystal structure and those
in the crystal simulation (picture not shown). The final
structure of E3_19 in both simulations E3_19MS and
E3_19S illustrates the unfolding of its C-terminal AR.

Hydrogen Bonds

In the crystal simulation E3_5C, most of the hydrogen
bonds determined in the X-ray structure are preserved
and the four molecules show very similar patterns, except
at the end of the helices (see Supplementary Material).
In the solution simulation E3_5S, the hydrogen bond
pattern is also similar to that of the X-ray structure. In
the solution simulations E3_19MS and E3_19S, however,
the backbone hydrogen bonds that are responsible for the
eight helices of the first four ARs (residues 4–25, 39–59,
72–91, and 105–124) are stable, while those in the two
C-terminal helical structure elements (residues 138–142,
148–153) are much reduced or lost in the simulation,
which confirms the observations from the secondary
structure analysis.

Relative Stability from Continuum Electrostatics

The free energy differences between 20 mutants of the
protein E3_5 and E3_5 itself were calculated by solving
the linearized Poisson–Boltzmann equation for the struc-
ture after energy minimization of the X-ray structure in
explicit solvent. The values of DGN

m�w arise from the par-
tial cancellation of two large contributions; a Coulomb
contribution favoring mutations leading to positive
charges and the solvation contribution favoring the muta-
tions leading to negative charges. The nonpolar contribu-
tion is relative small, except for the mutation from Ala to
Lys. Qualitatively, we can see that mutations changing
the charge of a residue have a large effect on the stability
of the proteins (Table II). The calculations performed

here are very crude for the following reasons: (1) the
structures of mutants were built by replacing the corres-
ponding side-chains; (2) the protonation states of charged
residues were the same as those used in explicit solvent
simulations without taking into account the protein envi-
ronment42–45; and (3) the dielectric permittivity of the
protein was set to 2 without any adjustment.46,47 The
sum of the values for the 20 individual mutations
amounts to 3 kJ mol�1. This would mean that E3_19 is
barely less stable than E3_5. However, by applying the
same approach to the X-ray structures or the modeled
structure of E3_19 and E3_5, we obtain DGN

E3_19M�E3_5 ¼
50 kJ mol�1 and DGN

E3_19�E3_5 ¼ 40 kJ mol�1, which val-
ues are comparable in magnitude to the experimental
value of 22 � 10 kJ mol�1.16,17 The discrepancy between
the results obtained by the two different approaches
might stem from two possible sources: first the effects of
single mutations on the free energy difference need not
be additive (for noncharged mutations, see, e.g., Ref. 48),
and second the total structural rearrangement induced

Fig. 8. Snapshots of the proteins E3_5 and E3_19 in the solution
simulations E3_5S (A), E3_19MS (B), and E3_19S (C) at 12 ns. The 20
residues that are different between the two proteins are drawn in licorice
format with the negatively charged residues in red, the positively
charged residues in blue, and the neutral residues in grey in panels A,
B, and C.

292 H. YU ET AL.

PROTEINS: Structure, Function, and Bioinformatics DOI 10.1002/prot



by 20 single mutations (which is ignored in the present
treatment) can be fairly large.

Charge Distribution and Dipole Moments

The total charges of the two proteins E3_5 and E3_19
are both �16 e (see Table I), however, the 20 mutations
do change the charge distribution between the individual
internal ARs (see Table III). The major difference be-
tween E3_5 and E3_19 is that negative charge has been
shifted from the second to the third internal AR in E3_19
compared to E3_5. Because the total charge did not
change, the change in dipole moment resulting from the
redistribution of charge will dominate the change in elec-
trostatic energy due to mutations. The dipole moments of
the internal ARs (AR1, AR2, AR3) and of the 20 mutated
residues were calculated in two different ways, that is, af-
ter neutralizing the overall charge or after shifting the
origin of the coordinate system to the position of the Ca
atom of Ala79 (E3_5) or Lys79 (E3_19). The dipole
moment of the internal ARs of E3_19 is about 72 Debye
larger than that of E3_5, while the dipole moment of the
20 mutation residues is about 48 Debye larger. Thus, the
20 mutations constitute a redistribution of charge within
the internal ARs that enlarges its dipole moment. The
shift of negative charge of AR2 to AR3, that is, in the direc-
tion of the negatively charged C-terminal capping AR, is
likely to destabilize the latter by electrostatic repulsion.

Binding Energy between Internal ARs and the
C-terminal Capping AR

The binding energy between the internal ARs and the
C-terminal capping AR was calculated using Eq. 5. The

difference in binding energy is DDGbind ¼ DGbind
E3_19 �

DGbind
E3_5 ¼ �1256 � (�1281) ¼ 25 kJ mol�1, which indi-

cates that the binding energy between the internal ARs
and the C-terminal capping AR is less favorable in E3_19
than in E3_5. This is likely to be due to the unfavorable
electrostatic interaction between both the negatively
charged third internal AR (�5 e) and the C-terminal cap-
ping AR (�5 e) (Table III). In the design, the sequence of
the C-terminal capping AR was taken from the naturally
occurring protein GABP with slight modification.49 In
crystallographic studies of other AR proteins this very C-
terminal capping AR could not be located, which might
also be caused by the unfavorable electrostatic interactions
with internal ARs due to the highly negative charges.

CONCLUSIONS

Molecular dynamics simulations offer insights into the
energetic, structural, and dynamic behavior of macromo-
lecules in a solvent environment. They can complement
a too static picture, for example, derived from a crystal
X-ray structure, of molecules by highlighting the motions
of the protein atoms in solution. This may hint at modes
of function based on this fluctuating nature of the mole-
cules.50,51 On the other hand, continuum electrostatics
models provide a static alternative for investigating the
energetic properties of biomolecular systems,35,36 in par-
ticular the electrostatic interactions in protein–ligand
(or protein) complexes or between particular parts of a
protein.

In the present work, MD simulations with explicit sol-
vent models together with homology modeling and con-
tinuum electrostatics were used to study the stabilities of
two designed AR proteins, E3_5 and E3_19. By compari-
son between the properties of E3_5 in the crystal simula-
tion and in the solution simulations, it was found that
the structural properties of E3_5 are similar in solution
and in the crystalline state with minor differences re-
garding loop or side-chain conformations, while the varia-
bility in atom position is somewhat larger in solution.
Complementary to the experimental data, MD simula-
tions of E3_19 starting from a structure obtained by
homology modeling and from the X-ray structure of
E3_19 both demonstrate that the difference in stability

TABLE II. Free Energy DGN
m-w (Eq. 4) for 20 Mutations of the Protein E3_5 Calculated from a Solvated X-Ray

Structure Using a Poisson–Boltzmann Based Continnum Electrostatics Method32

Residue E3_5
Charge

(e) E3_19
Charge

(e)
DGN

m-w

(kJ mol�1) Residue E3_5
Charge

(e) E3_19
Charge

(e)
DGN

m-w

(kJ mol�1)

33 Thr 0 Glu �1 �431 79 Ala 0 Lys 1 416
35 Asn 0 Thr 0 80 80 Thr 0 Arg 1 447
36 Asp �1 Tyr 0 522 92 His 0 Tyr 0 �30
38 Tyr 0 Asp �1 �434 99 Tyr 0 Asp �1 �595
46 Ser 0 Arg 1 410 101 Asn 0 Thr 0 90
47 Asn 0 Val 0 88 102 Asp �1 Ile 0 548
66 Ser 0 Leu 0 �2 104 His 0 Ser 0 11
68 Leu 0 Phe 0 4 112 Lys 1 Asp �1 �1110
69 Thr 0 Ser 0 �6 113 Tyr 0 Thr 0 16
71 Ile 0 Ser 0 �7 125 His 0 Tyr 0 �14

TABLE III. Charge Distribution over the Various ARs
in the Proteins E3_5 and E3_19 (in e)

NCap AR1 AR2 AR3 CCap Total

E3_5 �1 �4 �3 �3 �5 �16
E3_19 �1 �4 �1 �5 �5 �16

The atomic partial charges were taken from the GROMOS force-field
parameter set 45A3.25,26 NCap, residues 1–32; AR1, residues 33–65;
AR2, residues 66–98; AR3, residues 99–131; CCap, residues 132–
156.
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between E3_5 and E3_19 seems mainly to be due to the
difference in stability of the C-terminal capping AR,
while the proteins have similar properties for the inter-
nal ARs. A continuum electrostatics calculation shows
that the mutations involving charged residues have a
large effect on the relative stabilities of the proteins.
Through analysis of the charge redistribution when
mutating E3_5 into E3_19, we found that the third inter-
nal AR, which is spatially closest to the C-terminal cap-
ping AR, becomes more negatively charged, which
explains the unfavorable binding energy as obtained from
continuum electrostatics between the negatively charged
internal ARs and negative charged C-terminal capping
AR and the unfolding of the latter in the MD simulation
of E3_19.
Previous experimental studies16,17 have shown that the

conserved residues contribute to the stabilities of AR pro-
teins. Additionally, we found, through simulation, the im-
portance to their stabilities of the electrostatic interac-
tions between the internal ARs and the C-terminal cap-
ping AR. If one would aim at improving the stabilities of
the designed AR proteins, our results suggest to optimize
the distribution of charge over the ARs. One possible way
might be to decrease the net charge of the C-terminal
capping AR to favor electrostatic interactions with the in-
ternal ARs. However, a decrease of the net charge might
affect the solubility of the AR protein. Another possibility
is to redistribute the charges within individual ARs with
an eye to optimize their charge–charge and dipolar inter-
actions. In summary, our study illustrates the complemen-
tarity between experimental and simulation studies when
designing proteins with specific properties. Simulation
studies offer detailed energetic and structural properties
of proteins in solution which are inaccessible to experi-
mental probes, and which may suggest design changes
subsequently to be investigated experimentally.
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GROMOS biomolecular simulation program package. J Phys
Chem A 1999;103:3596–3607.

25. Daura X, Mark AE, van Gunsteren WF. Parametrization of ali-
phatic CHn united atoms of GROMOS96 force field. J Comput
Chem 1998;19:535–547.

26. Schuler LD, Daura X, van Gunsteren WF. An improved GRO-
MOS96 force field for aliphatic hydrocarbons in the condensed
phase. J Comput Chem 2001;22:1205–1218.

27. Berendsen HJC, Postma JPM, van Gunsteren WF, Hermans J.
Interaction models for water in relation to protein hydration. In:
Intermolecular forces. Pullman B, editor, Dordrecht: Reidel; 1981.
p 331–342.

28. Ryckaert J-P, Ciccotti G, Berendsen HJC. Numerical integration
of cartesian equations of motion of a system with constraints —
molecular dynamics of nalkanes. J Comput Phys 1977;23:327–341.

29. Tironi IG, Sperb R, Smith PE, van Gunsteren WF. A generalized
reaction field method for molecular dynamics simulations. J Chem
Phys 1995;102:5451–5459.

30. Berendsen HJC, Postma JPM, van Gunsteren WF, Di Nola A,
Haak JR. Molecular dynamics with coupling to an external bath.
J Chem Phys 1984;81:3684–3690.

31. Laskowski RA, MacArthur MW, Moss DS, Thornton JM. PRO-
CHECK — a program to check the stereochemical quality of pro-
tein structures. J Appl Crystallogr 1993;26:283–291.

294 H. YU ET AL.

PROTEINS: Structure, Function, and Bioinformatics DOI 10.1002/prot



32. Börjesson U, Hünenberger PH. Effect of mutations involving
charged residues on the stability of staphylococcal nuclease: a
continuum electrostatics study. Protein Eng 2003;16:831–840.

33. Davis ME, Madura JD, Luty BA, McCammon JA. Electrostatics
and diffusion of molecules in solution—simulations with the Uni-
versity-of-Houston-Brownian Dynamics program. Comput Phys
Commun 1991;62:187–197.

34. Madura JD, Briggs JM, Wade RC, Davis ME, Luty BA, Ilin A,
Antosiewicz J, Gilson MK, Bagheri B, Scott LR, McCammon JA.
Electrostatics and diffusion of molecules in solution—simulations
with the University-of-Houston-Brownian Dynamics program.
Comput Phys Commun 1995;91:57–95.

35. Sharp KA, Honig B. Electrostatic interactions in macromole-
cules—theory and applications. Annu Rev Biophys Biophys Chem
1990;19:301–332.

36. Honig B, Nicholls A. Classical electrostatics in biology and chem-
istry. Science 1995;268:1144–1149.

37. Hünenberger PH, Helms V, Narayana N, Taylor SS, McCammon
JA. Determinants of ligand binding to cAMP-dependent protein
kinase. Biochemistry 1999;38:2358–2366.

38. Hünenberger PH, Mark AE, van Gunsteren WF. Fluctuation and
cross-correlation analysis of protein motions observed in nanosec-
ond molecular dynamics simulations. J Mol Biol 1995;252:492–503.

39. Billeter M, Kline AD, Braun W, Huber R, Wüthrich K. Compari-
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