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Following are some short reviews of topics 
covered in Volume 7b, first published in the 
Annual Review of Biochemistry and Molec­
ular Biology for 1988 in the German journal 
Nachrichten aus Chemie Technik und Labo­
ratorium 37 (2) (1989). 

I. Molecular Biology 
o Plants 

Certain domestic plants have proved dif­
ficult to be transformed as cell cultures. For 
many years, only dicotyledons were be­
lieved to be suitable. After some successful 
transformations of monocotyledons (prima­
rily of grain plants) were published, a syste­
matic approach to this problem is now in 
sight. A symbiosis between the tumor-in­
ducing (Ti) plasmids from the soil bacteria 
Agrobacterium tumefaciens and plants is 
induced by certain phenolic substances 
(e. g., acetosyringon). It was believed that 
monocots could not form these substances, 
until SCHELL and coworkers successfully 
achieved this through direct DNA transfor­
mation of young floral tillers (DE LA. PENA 
et al., 1987). USAMI and colleagues (1988) 
have proposed that monocots, e. g., in 
wheat and oats, possess also this type of in­
ductors, which are growth-dependent ma­
cromolecules. This means that resting seeds 
do not contain these inductors and, there­
fore, cannot be transformed. Transforma­
tions may now be generally possible in cer­
tain tissues, when it is possible to overcome 
the inhibitors present (NAS, 1988). Note­
worthy progress has also been made in 
studies on the mechanisms of Ti-plasmid vi­
rulence. In general, Ti transfer is similar to 
conjugation between two bacteria, in which 
again a single DNA strand is. transferred 
(CITOVSKY et al., 1988; DAs, 1988). Integra­
tion itself strikingly resembles the mecha­
nisms of insertion elements and retroviruses 
(TIMMERMAN et al., 1988). 
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As with grain, many attempts have been 
made to adapt soybeans to genetic manipu­
lation. The soybean accounts for some 25°/o 
of world-wide fat requirements and is there­
fore of utmost economic importance. 
CHRISTOU and colleagues at Agrocetus 
have bombarded soy cells with DNA ad­
sorbed onto gold. This technique uses an 
electrical field to accelerate metal spherules 
through the cellular wall and membrane 
(CHRISTOU et al., 1988; McCABE et al., 
1988; WID HOLM, 1988). KLEIN has success­
fully used tungsten in similar experiments 
at Cornell University (GRAY, 1988). Even 
though yields have not yet been optimized, 
this technique opens up . the astonishing 
possibility that one could introduce foreign 
DNA into a cell without using a vector. The 
recombination system of the cell assimilates 
the DNA into the genome without the risk 
that the DNA could become autonomous 
through viral or vectorial means. This is 
seen as an important step in the improve­
ment of biological safety and has been suc­
cessfully applied in animal systems (MAN­
souR et al., 1988). Moreover, recent find­
ings on the mechanism of damage caused 
by asbestos fibers show that Nature already 
"used" this method (APPEL et al., 1988). 

The alteration of a plant's genetic com­
position serves two main applications: to 
make the plant more resistant to disease 
and pests and to increase its value as food. 
This former goal is often met with skepti­
cism, as domesticated plants are bred more 
and more away from originally variable 
gene pools. For instance, LEE and cowork­
ers (1988) have presented an especially ele­
gant way of plant protection, which if im­
properly handled could have really serious 
consequences. These investigators have iso­
lated the tobacco gene for the enzyme ace­
tolactate synthetase, manipulated it, and 
put it back into the plant. Before, tobacco 
was sensitive to the herbicide sulfonyl urea. 
Now, the binding characteristics of the tar­
get enzyme to the herbicide were changed 
through mutation, and a viable, resistant 
plant was the result. This approach is inter­
esting, but worrisome since the destruction 
of non-resistant plants could result in a 
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domestic plant monoculture (see also 
SCHLOSS et al., 1988). 

In 1987, the heterologous expression of 
bacterial insecticides was considered to be 
an especially elegant method of active plant 
protection. Now TOONG and coworkers 
have shown that Nature itself has done the 
same. A type of Malaysian cyperus grass 
contains a grasshopper development hor­
mone. Female grasshoppers that feed on 
this grass lay significantly underdeveloped 
eggs. Since this is not a peptide hormone, it 
would be very difficult to artificially trans­
fer this type of resistance; one would have 
to clone and transfer entire pathways of 
genes. But at least a cheap source for the 
hormone has been found (TooNG et al., 
1988). 

Two examples of attempts to create more 
valuable food plants are corn and tomatoes. 
Work is in progress to supplement the stor­
age protein of corn with the amino acids ly­
sine and tryptophan. In a heterologous ex­
pression experiment in frog oozytes, a fully 
synthetic mRNA could be transcribed into 
a aggregatable protein (WALLACE et al., 
1988). In general, the genetic transfortna­
tion of corn no longer seems to present any 
problems (RHODES et al., 1988). Several 
groups have begun work on the improve­
ment of the quality of quickly ripening su­
permarket tomatoes. Antisense RNA was 
merely a concept several years ago; success 
is now in sight. This synthetic inhibitor 
complexes with indigenous mRNA and pre­
vents premature expression of polygalactu­
ronase in the ripening fruit, which digests 
fruit cell walls. The tomatoes turn red and 
sweet, but the skin remains firm (SMITH et 
al., 1988; SHEEHY et al., 1988; ROBERTS, 
1988). In principle a number of studies 
could use antisense RNA to help under­
stand the regulation of gene expression in 
plants (LICHTENSTEIN, 1988; VAN DER 
KROL et al., 1988 a, b). 

The inducing mechanism of plant hor­
mones is another topic to which much ef­
fort is directed. Best known are auxin and 
ethylene, which control cell growth and ri­
pening, respectively. The molecular mecha­
nisms of both hormones are being studied 
in order to clarify binding sites and the 

pathways within signal chains. Auxin seems 
to induce a -signal chain across the mem­
brane similar to that found in animals. Err­
LINGER and LEHLE (1988) were able to de­
termine that auxin induces a sudden change 
in phosphatidylinositol metabolism. Ac­
cording to MARGOSSIAN and colleagues 
(1988), ethylene regulates the ripening proc­
ess of tomatoes via a protease inhibitor. 
DEIKMAN and FISCHER (1988) investigated 
an ethylene-dependent tomato gene to find 
the binding site for the regulating factor. 
Since the DNA sequence is now known and 
the factor has also been isolated, one can 
expect further progress on this topic in the 
near future. A more classical route was 
taken by BLEECKER and colleagues (1988) 
who studied ethylene-insensitive mutants of 
Arabidopsis thaliana. This plant is espe­
cially interesting to botanists because it is 
the smallest of the higher plants, can easily 
be grown in a test tube and is mature at 6 
weeks. Arabidopsis thaliana was the first 
higher plant to produce a mutant which had 
a defect in an amino acid synthesis pathway 
(LAST and FINK, 1988). . 

A less well-known group of hormones 
are the stress hormones. W ALBOT and 
BRUENING (1988) presented the status of 
this research in a congress report. It will 
still take some time before it is understood 
why the stress hormone abscisic acid (ABA) 
reacts to a lack of water through synthesis 
of a protein especially rich in glycine 
(GOMEZ et al., 1988). 

Of greatest influence on general molecu­
lar biology in 1988 have probably been the 
newly discovered plant RNA enzymes. 
These RNAs do indeed deserve the name 
since they are independent catalytic sub­
stances. They were discovered as covalently 
bound activities of viroids, which have puz­
zled. researchers for years. After it was dis­
covered that viroids and other RNAs could 
split themselves, it was discussed whether it 
would be possible to bring this activity to 
RNA from the outside. This idea was pro­
posed by HASELOFF and GERLACH (1988) 
of Canberra. They could pinpoint the cata­
lytic activity so that the mechanism can be 
accepted as mostly explained. Only one 
RNA sequence of at least 39 nucleotides 
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Figure 1. Model for the design of ribosomes. 

with a high degree of self-structure is re­
quired. The target RNA is spliced just be­
hind the GUC sequence (area A in Fig. 1). 
Twenty-two nucleotides are catalytically ac­
tive (area B), while 14 nucleotides (area C) 
can be variable. Through base-pairing of 
these nucleotides to the target RNA, the 
specificity of the reaction is defined. The 
system has been tested in vitro on different 
positions of identical target RNA (HASE­

LOFF and GERLACH, 1988). W ALBOT and 
BRUEN ING (1988) comment that these RNA 
enzymes could replace the use of antisense 
RNA in vivo since previously synthesized 
RNA can be actively destroyed. This could 
be applicable to animal systems. Technical 
problems, however could always occur 
when the target RNA contains a high de­
gree of secondary structure. 

These RNA enzymes are leading to an 
understanding of the biosynthesis of viroids 
(FORSTER et al., 1988). Although intensive 
research on viroids is underway, not much 
is known about their pathogenic mecha­
nisms. HIDDINGA and coworkers (1988) 
suggest that viroids can induce phosphory­
lation of host-proteins. These modified 
plant proteins are obviously structurally re­
lated to a double-stranded RNA-binding 
protein found in mammalian cells. The 
plant/viroid interaction shows some simi­
larities to previous experience in interferon 
action. The importance of this discovery 
has yet to be seen. 
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II. Membrane 
Biochemistry 

The crystallization of membrane proteins 
is still rarely reported by membrane bio­
chemists. Genetic engineering, including 
site-directed mutagenesis, is used for the 
analysis of structure-function relationships. 
The summary of a wealth of detailed ex­
perimental data, which sometimes involves 
only the exchange of one amino acid for 
another, can lead to the development of a 
unified concept. The involvement of allo­
steric receptor oligomerization in the EGF 
(epidermal growth factor) receptor: signal 
transfer is an example (SCHLESSINGER, 
1988). Different mutants show that intrinsic 
tyrosine kinase activity is necessary for sig­
nal transfer. Autophosphorylation results 
from intermolecular cross-phosphorylation 
within an oligomeric receptor complex. 

Potassium channels probably form the 
most complicated groups of ion channels. A 
new principle has been found that explains 
the diversity of the potassium A channel: 
alternative splicing of transcripts from a 
single gene. While the membrane potential­
dependent sodium channels as well as the 
calcium channels of the dihydropyridine 
receptor are large proteins consisting of 
four repeated 30 kD pseudo-subunits, the 
Shaker locus proteins of the Drosophila ge­
nome, forming potassium channels, consist 
of only one such pseudo-subunit. ScHWARZ 
et al. (1988) have shown that the Shaker lo­
cus is a complicated transcription unit that 
codes for many different proteins. All pro­
teins are probably multiple components of 
the K + A channel and are formed from a 
family of transcripts through alternative 
splicing. These proteins seem to contribute 
to the different sub-types of the channel 
and offer a biological explanation for the 
diversity of this class of potassium chan­
nels. 

• 
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Ill. Protein Folding 

In the last few years a surge of activity in 
the once somewhat quieter field of protein 
folding was noted. While many key experi­
ments had been carried out before this time 
(reviewed e. g. by ANFINSEN, 1973, and 
JAENICKE, 1987), the advent of gene tech­
nology and new methodology are mostly re­
sponsible for the increasing activity. Re­
combinant proteins are often obtained from 
inclusion bodies by heterologous expres­
sion in bacteria, but have to be refolded to 
an active conformation to be sold by indus­
try. Gene technology is not only the trigger 
for this research, but it also supplies at least 
three key methodologies: (1) The produc­
tion of proteins in sufficient quantity for 
physical studies, (2) the alteration of a pro­
tein to (almost) any desired amino acid se­
quence, and (3) the tools for the investiga­
tion of protein folding in vivo. Recent ad­
vances in NMR have also shown great 
promise for progress in this field. 

The folding of a protein (more precisely: 
of a single domain) is generally seen as a 
cooperative process. That is, in a denatu­
rant induced unfolding experiment, the 
protein . solution consists of a mixture of 
molecules in either the native or the un­
folded state at any concentration of denatu­
rant and stable intermediates cannot be ob­
tained. This makes it very challenging to 
elucidate the structure of transient folding­
intermediates. Two research groups have 
attempted to solve this problem using NMR 
methods (UTGAONKAR and BALDWIN, 
1988; RODER et al., 1988). The protein (for 
which all amide proton resonance assign­
ments must be known) is denatured in 0 20, 
and the progression of proton capture dur­
ing the renaturation in H 20 is monitored. 
This method was applied in an investiga­
tion of the folding of ribonuclease and cy­
tochrome c. It essentially determines the 
time point during the folding at which indi­
vidual regions of the protein are no longer 
in contact with the surrounding water. 

In a different approach, 0As and KIM 
(1988) investigated a peptide model of bo­
vine pancreatic trypsin inhibitor (BPTI), 
which may represent a disulfide-bridged 
folding intermediate. 

It has been known for some time that in 
some cases the slow step of protein folding 
can be the isomerization of a peptide bond 
that is located N-terminal to proline. An en­
zyme was discovered (FISCHER et al., 1984) 
that catalyzes this process in vitro, though 
only very moderately. LANG et al. (1987) 
could show that it is not identical with the 
enzyme that causes the isomerization of di­
sulfide bonds (LANG and SCHMID, 1988). 
The latter enzyme appears to be essential 
for the correct folding of at least some pro­
teins (BULLEID and FREEDMAN, 1988). On 
the other hand, it is not yet known whether 
proline-cis-trans-isomerase is really an es­
sential protein nor whether there might 
even be several isomerases. It is also not 
clear that this protein actually catalyzes this 
reaction in vivo. It is thus even more per­
plexing that this "enzyme" was now shown 
to be identical to the protein cyclophilin, 
which binds the immuno-suppressant pep­
tide cyclosporin very tightly, and was also 
shown to be homologous to a protein in­
volved in visual transduction in Drosophila 
(FISCHER et al., 1989; TAKAHASHI et al., 
1989; SHIEH et al., 1989). 

Another long-standing question has been 
the relationship between protein folding 
and protein transport through membranes. 
An increasing number of experiments now 
suggest that this transport is only possible 
for an unfolded form of a protein. PARK et 
al. (1988) and LAMINET and PLUCKTHUN 
(1989) have now provided evidence that the 
presence of a signal sequence can influence 
the kinetics of folding without significantly 
changing the final folded state. 

The exact function of the eukaryotic 
heat-shock proteins (hsp ), the glucose regu­
lated proteins (GRP) and their relatives is 
still shrouded in mystery, but evidence ac­
cumulates that these proteins may have 
something to do with cellular protein fold­
ing. KASSENBROCK et al. (1988) found that 
a protein (named BiP) that is known to be 
involved in the assembly of antibodies, also 



binds to aberrant proteins, at least in vitro. 
When a mutated hemagglutinine is pro­
duced that cannot form all disulfide bonds, 
BiP and some other proteins are apparently 
induced in vivo (KozuTSUMI et al., 1988). 
Two research groups have published data 
indicating a participation of Hsp 70-related 
proteins in the transport of proteins into the 
endoplasmic reticulum as well as into mito­
chondria (DESHAIES et al., 1988; CHIRICO 
et al., 1988). The effect of the Hsp 70 pro­
tein is ATP dependent, and the authors sug­
gest that its function is the enzymatic "un­
folding" of precursor proteins. 

A chloroplast protein that is involved in 
the assembly of oligomeric proteins in 
plants was discovered by HEMMINGSEN et 
al. (1988). Interestingly, it is homologous to 
the GroEL gene of Escherichia coli. GroEL 
and GroES are known to be required for 
phage head assembly, but their mechanism 
of action is unknown. GroEL may have a 
function similar to that of the eukaryotic 
heat-shock proteins (BocHKAREVA et al., 
1988), since it associates with newly synthe­
sized proteins and can only dissociate from 
them in the presence of ATP. GroES/ 
GroEL promotes the assembly of foreign 
oligomeric proteins in E. coli (GOLOUBI­
NOFF et al., 1989). 

Several current ideas about the relation 
between protein folding and protein trans­
port have recently been summarized by 
MEYER (1988). 

· IV. Protein Structures 

A. X-Ray Crystallography 

The crucial importance of the knowledge 
of the structure of a protein for understand­
ing its function was emphasized through 
the selection of three crystallographers and 
biochemists as recipients of the 1988 Nobel 
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prize in chemistry. DEISENHOFER, HUBER, 
and MICHEL (1988a, b) elucidated the 
structure of the photosynthetic reaction 
center of Rhodopseudomonas viridis. This 
work not only provided a most decisive 
contribution to the understanding of photo­
synthesis, but also, by the development of 
techniques for crystallizing membrane pro­
teins, may open a completely new area: the 
structural study of membrane proteins. 

The study of conformational changes is 
one of the current topics in protein crystal­
lography. Phosphorylase certainly qualifies 
as an interesting case in point. This mole­
cule was crystallized in two different con­
formations by two different research groups 
so that now, through the comparison of the 
two structures, the mechanism of the allo­
steric conformational changes can be eluci­
dated (SPRANG et al., 1988). It is possible 
that some general principles of conforma­
tional changes through protein phosphory­
lation can be deduced from this model. The 
conformational transitions of the most thor­
oughly investigated of all allosteric pro­
teins, hemoglobin, can now be described in 
more detail, since in addition to the de­
oxyT- and oxyR forms, the crystal structure 
of the oxyT form has now also been deter­
mined (LIDDINGTON et al., 1988). The con­
formational changes which take place in 
glyceraldehyde phosphate dehydrogenase 
by cofactor binding have now also been in­
vestigated (SKARZYNSKI and WONACOTI, 
1988) as has a conformational change of 
adenylate kinase (DREUSICKE and SCHULZ, 
1988). . 

The year 1988 was also marked by the 
elucidation of several structures of DNA­
binding proteins complexed with DNA 
(MATTHEWS, 1988). By means of the struc­
tural analysis of the cro repressor of phage 
434 complexed with DNA, WOLBERGER et 
al. (1988) could show that the conformation 
of DNA changes with the binding of the re­
pressor. The comparison of the complex of 
the A repressor with the similar repressor 
from phage 434 (JORDAN and PABO, 1988) 
will provide substantial information about 
the exact mechanism of operator-sequence 
recognition. In the trp repressor (OTWI­
NOWSKI et al., 1988), it is not the bases, but 
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the precise position of the phosphates of 
DNA which is recognized. The location of 
the phosphate groups is in turn sequence­
dependent. This information was derived 
from co-crystals of the trp repressor and its 
operator. From this crystal structure, the 
mechanism of the inducer could be eluci­
dated as well (LAWSON and SIGLER, 1988). 
Enzymes that work on DNA were also crys­
tallographically studie.d: among these were 
DNA-polymerase I (DERBYSHIRE et al., 
1988) and DNAse I complexed with 
''nicked" DNA (SUCK et al., 1988). 

The structure of DNA itself continues to 
be actively investigated. Unusual DNA du­
plex structures with unpaired or looped-out 
bases were solved by JoSHUA-TOR et al. 
( 1988) and MILLER et al. ( 1988). 

How is it possible for certain fish to live 
in water colder than 0 oc? Although these 
fish do not have an elevated body tempera­
ture, their body fluids do not freeze. A poly­
peptide, whose structure has now been elu­
cidated, prevents this (YANG et al., 1988.). 
The polypeptide is a single a-helix that ap­
parently attaches to the nuclei of ice crys­
tals and prevents their growth. The detailed 
understanding of the interactions between 
proteins and water or ice is obviously of 
great general interest. 

Obtaining appropriate single crystals of 
macromolecules is a difficult art and new 
methods of crystallization are continuously 
being sought. A new example is the growth 
nucleation of protein crystals by means of 
mineral surfaces (McPHERSON and 
SHLICHTA, 1988). 

Recently, the Laue X-ray diffraction 
method (which employs a stationary crystal 
and polychromatic X-rays) has been re­
vived. At least in principle, a complete set 

· of data can be obtained in milliseconds 
(FARBER et aL, 1988)- an exciting prospect 
for the investigation of conformational 
changes. 

B. NMR Spectroscopy 

Recently R. ERNST's group (GRIESINGER 
et al., 1987) pioneered methods by which 
NMR resonances can be split into three di­
mensions. This extension from the currently 
used 2D-NMR gives yet another increase in 
resolution and reliability of the assign­
ments. In 1988, two groups showed inde­
pendently that this technique can be ap­
plied to proteins and offers distinct advan­
tages (0SCHKINAT et al., 1988; VUISTER et 
al., 1988). 

There is a limit to the size of a protein 
that can be investigated by NMR. .As the 
size of the protein increases, the spin-spin 
relaxation time decreases and the resulting 
increase in resonance linewidth makes the 
resolution of individual peaks impossible. 
Recently, LEMASTER et al. (1988) found a 
way to circumvent this problem. The solu­
tion consists of partially deuterating the 
protein (to about 7 5 o/o) which then causes 
proton-proton-relaxation to be much less 
dominant, leading to narrow lines. Also, 
some decoupling will be observed, again 
causing multiplets to narrow. The produc­
tion of the large amounts of deut~rated pro­
tein required will normally only be possible 
• • • tn mtcroorgantsms. 

The computational methods, with which 
protein structures can be obtained from 
NMR data, are also continuously being im­
proved (NILGES et al., 1988; HOLAK et al., 
1988). 

How do protein structures derived from 
crystallography compare with those derived 
from NMR? One of the pioneers of the lat­
ter method has recently critically reviewed 
this question (WOTHRICH, 1989a, b). Clear­
ly, the overall folding of the proteins for 
which structures are available from · both 
methodologies were usually found to be 
very similar. Yet, there are differences in 
the conformation of surface residues that 
appear to be real and beyond experimental 
uncertainty. Small proteins will be more 
distorted by crystal contacts than larger 
ones and if several conformations are avail­
able, only one might crystallize. These fac­
tors might contribute to the fact that metal-



lothionein has different architecture and 
metal coordination in the crystal than in so­
lution (ARSENIEV et al., 1988; SCHULTZE et 
al., 1988). 

V. Protein Engineering 

Trying to understand electrostatics is one 
of the current themes in protein engineer­
ing. LINSE et al. (1988) altered some surface 
charges in the protein calbindin and investi­
gated the effect on ion binding. The altered 
amino acids were not in direct contact with 
the ion, but merely changed the electric 
field. The influence of the protein structure 
on the binding of ions was also analyzed 
using free energy calculations. HwANG and 
W ARSHEL (1988) came to the conclusion 
that, as a rule, ion pairs cannot be ex­
changed. BRANGE et aL (1988) described a 
practical application of the engineering of 
ionic interactions. They developed mono­
meric insulins that have improved pharma­
cokinetic characteristics over those of the 
natural molecule. 

Another aspect of protein engineering 
where increasing activity can be noted is the 
investigation of protein stability through 
the crystallographic and biochemical analy­
sis of a large number of different mutants 
(MATSUMURA et al., 1988; ALBER et al., 
1988; NICHOLSON et al., 1988). It could· be 
shown in these studies on T4 lysozyme that 
the hydrophobic stabilization of a protein is 
proportional to the surface area that, after 
folding, is no longer accessible to the sol­
vent. Interestingly, the replacement of a 
proline residue with various other . amino 
acids right in the middle of an a-helix did 
not lead to a stabilization of this protein. 
While the helix itself might be more stable 
after substitution it might interact less will 
with the rest of the protein. Stabilization of 
the protein was, however, achieved through 
mutations of residues that interact with he-
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lix dipoles. This last phenomenon was also 
observed in studies of a bacterial ribonu­
clease ("barnase") (SALI et al., 1988). The 
importance of the precise packing of hydro­
phobic amino acids was demonstrated by 
KELLIS et al. (1988) through the use of sev­
eral barnase mutants. All these studies 
show the enormous complexity of the pro­
tein stabilization problem. The net effect on 
stability is dependent upon the sum of all 
the individual interactions within the pro­
tein. 

The influence of newly constructed disul­
fide bridges in T4-lysozyme was also inves­
tigated in detail (WETZEL et al., 1988). Ac­
cording to WETZEL's results, disulfides may 
prevent the denatured protein from aggre­
gating or reaching conformations from 
which refolding is kinetically impossible. 
Disulfides may thus stabilize a protein 
against irreversible denaturation, but not 
necessarily against denaturation under re­
versible conditions. 

The study of enzyme mechanisms 
through the use of carefully selected mu­
tants together with both kinetic and struc­
tural investigations is now being carried out 
for an ever increasing number of systems. 
Pioneering work in this area was under­
taken in the last few years by the groups of 
KNOWLES (using triosephosphate iso­
merase) and FERSHT (using tyrosyl-tRNA­
synthetase). In this context, the discussion 
of the validity of linear free energy relation­
ships between mutant enzymes between Es­
TELL and FERSHT (1987) is worthwhile 
reading. 

VI. Antibodies 

In 1988 the expression of functional, an­
tigen-binding antibody fragments in Escher­
ichia coli was first reported. It was shown 
(SKERRA and PLUCKTHUN, 1988) in these 
experiments that the so-called Fv fragment, 
which consists of only the variable domains 
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and was obtained from E. coli as a correctly 
associated heterodimer, had the same bind­
ing constant to the antigen as the entire 
mouse antibody. This model system is suita­
ble for protein engineering studies since the 
crystal structure of the Fab fragment is 
known. With a similar system, a chimeric 
Fab fragment could also be expressed in E. 
coli (BEITER et al., 1988). With a compara­
ble strategy, yeast was employed as the host 
for the secretion of an entire chimeric anti­
body or an Fab fragment (HORWITZ et al., 
1988), although with lower yields than was 
possible with the E. coli system. The micro­
bial expression is versatile (and easier to 
use than the expression in cell lines) and 
antibody research will probably benefit 
from this development (WETZEL, 1988). 

With this new technology, the rapidly de­
veloping area of catalytic antibodies may 
also receive a new impetus. Up until now, 
monoclonal antibodies have been used as 
"black box" catalysts in several experi­
ments, but protein engineering, that is the 
rational redesign of the catalytic protein it­
self, has not been reported. The idea of ca­
talytic antibodies has been worked on for 
two decades, but has led to success only in 
the last two years, mostly as a consequence 
of the availability of monoclonal antibod­
ies. All can be traced back to Linus PAu­
LING's 1946 recognition that an enzyme sta­
bilizes transition states better than the start­
ing material or product of a reaction. The 
key strategy was therefore to raise antibod­
ies to stable analogs of the transition state 
and investigate the antibody-catalyzed turn­
over of substrate (ground state) molecules. 
This concept has been used to catalyze sev­
eral types of reactions, albeit still with quite 
moderate rate enhancements (reviews: 
KRAUT, 1988; SCHULTZ, 1988). 

Two research groups have attempted to 
produce a single chain molecule from the 
Fv fragment of an antibody. These so-called 
"single chain antibodies" were obtained 
from inclusion bodies of E. coli and re­
folded in vitro to molecules that had anti­
gen-binding activity, albeit with lower affin­
ity than the corresponding original anti­
body (HUSTON et al., 1988; JACOBSON et 
al., 1988). 

The binding sites of the complement 
component Ctq ·on lgG could be character­
ized through the expression of appro­
priately mutated whole antibodies ex­
pressed in myeloma cells (DUNCAN and 
WINTER, 1988). By the grafting of whole 
hypervariable loops onto a human frame­
work, the binding specificity of several anti­
bodies could be changed f''humanization of 
antibodies") (RIECHMANN et al., 1988; 
VERHOEVEN et al., 1988). 

VII. Peptides with 
Designed 3D-Structure 

Some years ago, DEGRADO's work on the 
design and synthesis of peptides with a high 
propensity for amphipathic helix-structure 
lead to peptides that have a high tendency 
to aggregate as helix bundles. In recent 
work, a 4-helix bundle was covalently con­
nected to form a contiguous sequence. The 
long peptide was not synthesized but ob­
tained from E. coli by using a synthetic gene 
(REGAN and DEGRADO, 1988). The folded 
peptide was surprisingly stable. Such a bun­
dle of (unconnected) helices was also used 
in the design of an ion-specific membrane 
channel (LEAR et al., 1988). 

The design of water-soluble P-pleated 
sheet structures is apparently much more 
difficult but has now also met with success 
(J. RICHARDSON, quoted by KIM, 1988; 
ERICKSON et aL, Proceedings of the 1988 
Miami Biotechnology Winter Symposium). 

DYSON et al. (1988) have investigated the 
intriguing problem of which peptides could 
function as the nuclei in the folding process 
through a systematic NMR investigation of 
the structure of a series of very similar short 
peptides in solution. In this work, . the in­
trinsic tendency of a molecule to nucleate a 
reverse tum as well as an a-helix was stud­
ied. 



VI I I. Theory o Protein 
Structure and Enzyme 
Function 

Quantum mechanics and molecular dy­
namics have now been combined by several 
research groups (ZHENG et al., 1988; WAR­
SHEL et al., 1988). This combination of 
methods was employed to theoretically ana­
lyze free energy changes between different 
protein-ligand complexes. Improved com­
puter power now also allows molecular dy­
namics simulations that directly comple­
ment structural experiments - an approach 
essential for the improvement of the meth­
odology. One recent example is an insulin 
derivative which was simulated in the crys­
talline state with water and ions present 
(YuN-Yu et al., 1988). Another example is a 
comparison of experimental inelastic neu­
tron scattering spectra of bovine pancreatic 
trypsin inhibitor to spectra calculated from 
molecular dynamics (CusACK et al., 1988). 
The quality of the force-field (MAPLE et al., 
1988; HowARD et al., 1988) is also currently 
being investigated, as is the quality of dif­
ferent water models (HERMANS et al., 
1988). 

Several recent publications deal with 
comparative studies of protein structures. 
ROOMAN and WODAK (1988) have very sys­
tematically analyzed the Brookhaven data 
base to determine whether short peptide se­
quences with strong propensities for certain 
secondary structures exist. While some se­
quence patterns have been found, only a 
very small part of a sequence can be pre­
dicted with acceptable accuracy, and it re­
mains to be seen whether the situation will 
be much remedied by a larger structural da­
tabase. Two research groups report that 
they have found preferences for certain am­
ino acids at the beginning and at the end of 
a-helices (PRESTA and ROSE, 1988; RICH­
ARDSON and RICHARDSON, 1988). This 
may be one more of the many facets that all 
together determine the final tertiary struc-
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ture of a protein. NovoTNY et al. (1988) de­
scribe criteria which may be useful for bet­
ter distinguishing between correct and in­
correct model structures. 

IX. Protein Chemistry 

Part of today's standard procedure for 
cloning a gene includes the determination 
of the amino acid sequence of some peptides 
of the protein to be cloned, usually using a 
very small amount of the purified protein. 
Appropriate oligonucleotides are then syn­
thesized to identify the clone in a DNA­
library by hybridization. The correct deter­
mination of as long a peptide sequence as 
possible from extremely small amounts of 
protein (usually a few picomoles) is there­
fore a key step in molecular cloning. Sev­
eral research groups have developed tech­
niques by which an N-terminal protein se­
quence may be obtained directly from a 
protein that is blotted onto a special mem­
brane (reviewed by T. E. KENNEDY, 1988). 
A new membrane has recently been devel­
oped that, in addition to improved amino 
acid sequences, also allows the more deli­
cate amino acid analysis directly from pro­
tein blots (ECKERSKORN et al., 1988). Am­
ino acid analyses are now possible with still 
smaller quantities of material with the rela­
tively new technique of capillary zone elec­
trophoresis. Using laser-induced fluores­
cence, fluorescein derivatives of amino 
acids can be separated and determined at 
the sub-attomol level (only several thou­
sand molecules) (CHENG and DoviCHI, 
1988; GoRDON et al., 1988). However, this 
technique is not ready yet for practical ap­
plications, since normally it will be very dif­
ficult to obtain samples of the extreme pur­
ity required. 
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X. Protein Biosynthesis 

The decisive factor which is ultimately re­
sponsible for the nature of the genetic code 
is the specificity of the enzymes that couple 
the amino acids to their cognate tRNAs. 
Hou and ScHIMMEL (1988) found that, at 
least in the cases they investigated, the 
identity of the tRNA is recognized by a sin­
gle base pair in the acceptor helix. Glutam­
ine and serine specific tRNAs (ROGERS and 
SoLL, 1988) are also distinguished in the 
stem region while the recognition of 
tRNAPhe (McCLAIN and Foss, 1988) is 
more complicated. With methionine- and 
valine-tRNA, an exchange of anticodons is 
sufficient to change the identity of the 
tRNA (SCHULMAN and PELKA, 1988}. FQr­
ther clarification of these issues can be ex­
pected since two research groups have now 
reported successful co-crystallizations of 
tRNAs with their cognate tRNA-synthe­
tases (PERONA et al., 1988; RUFF et al., 
1988). 

Proteins do not only consist of the usual 
20 amino acids. Many different types of 
post-translational modification reactions 
can provide certain residues in proteins 
with a wide variety of chemical moieties. It 
has been a long-standing puzzle of how se­
lenocysteine might enter a protein (cf. 
MAELICKE, 1988). In the last few years, two 
research groups have independently deter­
mined the existence of opal stop-codons at 
the corresponding position in a gene where 
a selenocysteine appears in the protein se­
quence. LEINFELDER et al. (1988) recently 
showed that in E. coli, selenocysteine is co­
translationally incorporated with the help 
of a special tRNA that recognizes this opal 
codon. 

One might eventually envisage the devel­
opment of an analogous strategy for incor­
porating other unusual amino acids into 
"engineered" proteins. A first small step in 
this direction was achieved by a Japanese 
research group (KoiDE et al., 1988). They 
reported the specific incorporation of ami­
nohexanoic acid instead of methionine into 

a protein in E. coli in vivo and the purifica­
tion of the unnatural protein. 

SCHON et al. (1988) have made the sur­
prising discovery that even a normal amino 
acid (glutamine) is incorporated into the 
proteins of chloroplasts in an unusual way: 
through the conversion of Glu-tRNA Gln by 
the action of an amidotransferase. 

XI. Expression o 
Heterologous Proteins 

How important is codon usage for ob­
taining good expression levels of foreign 
proteins in Escherichia coli? This controver­
sial topic has now been taken up again by 
WILLIAMS et al. (1988), who hav~ provided 
new data that are consistent with a stronger 
expression of a synthetic gene using only 
codons of highly expressed E. coli genes. 
BONEKAMP and JENSEN (1988) have also 
reported data relevant to this question, and 
SHARP et al. (1988) present useful tables of 
codon usage. Unfortunately, it is difficult to 
prove whether the observed effects on ex­
pression are really the result of codon usage 
or rather an effect of the primary sequence 
itself on, e. g., translation initiation or RNA 
secondary structure caused by the RNA se­
quence change. The issue of bacterial trans­
lation initiation was in turn investigated 
with a novel approach by DREYFUS (1988), 
while an interesting practical solution to 
this problem was proposed by OLINS et al. 
(1988). 

A difficult problem in the industrial fer­
mentation of E. coli can sometimes be to 
provide enough oxygen for supporting 
aerobic growth . to high cell densities. 
KHOSLA and BAILEY (1988) presented a 
highly original solution to this problem. 
They cloned and functionally expressed a 
bacterial hemoglobin in E. coli. The bacte-



ria actually grew to higher cell densities 
with the heterologous oxygen-binding pro­
tein. 

XII. DNA Sequencing 

Several new developments have occurred 
in DNA sequencing and were recently sum­
marized by HEINRICH and DOMDEY 
(1988). Through an ingenious simplification 
of sequencing methods, the genome se­
quence of E. coli was brought closer to real­
ization. CHURCH and KEIFFER-HIGGINS 
(1988) developed this method, known as 
multiplex sequencing. It consists of simulta­
neously establishing several genomic librar­
ies in different vectors, combining clones 
(each from a different vector), using a com­
mon Maxam-Gilbert reaction for the com­
bined plasmids, and finally detecting all the 
individual sequences in the mixture through 
the repeated blotting with different vector­
specific oligonucleotides. Another new 
method, genomic sequencing through the 
polymerase chain reaction (PCR), is de­
scribed in Sect. XXVI of this chapter and in 
Chapter lOb (see also NAKAMAJE et al., 
1988). 

XIII. Pattern Formation 

A large step towards the understanding 
of the molecular mechanisms that control 
the development of Drosophila was made 
last year. One of the first steps in the differ­
entiation of the egg is the generation of an­
terior/posterior as well as dorsal/ventral 
polarities, for which the so-called maternal 
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effect genes are responsible. The bicoid 
gene, which has been cloned and se­
quenced, is responsible for the establish­
ment of the anterior/posterior axis (FRI­
GERIO et al., 1986; BERLETH et al., 1988). 

It could directly be shown that the bicoid 
protein exists in the egg and early embryo 
as a morphogenic gradient, within the max­
imum concentration at the anterior end, 
while the protein is practically non-existent 
in the posterior third (DRIEVER and NDss­
LEIN-VOLLHARD, 1988a). The correspond­
ing mRNA is synthesized in the maternal 
cells and transported to the anterior pole of 
the egg. The protein gradient results from 
localized synthesis at the anterior end, fol­
lowed by diffusion of the product, and is 
maintained by continuous proteolytic de­
gradation. If the protein gradient is altered 
through genetic manipulation, the develop­
ment of the embryo is exactly correlated to 
the local concentration of the bicoid protein 
which has all the properties of a mor­
phogen (DRIEVER and NDSSLEIN-VOLL­
HARD, 1988 b). The bicoid protein functions 
as a regulator of the segmentation genes, 
for example the hunchback gene (T AUTZ, 
1988). 

XIV. Gene Regulation 

One of the most notable discoveries of 
last year was that the mechanism of gene 
regulation is much more strongly conserved 
across the species than had previously been 
thought. Numerous studies have shown that 
mammalian factors are functional in yeast, 
as are yeast factors in higher eukaryotic 
cells. It · was determined in 1987 that the 
regulatory yeast protein GCN4 is identical 
to the mammalian transcription factor AP-
1. 

More detailed investigations have now 
shown that a DNA element from the SV40 
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enhancer, to which the AP-1 pro~ein binds, 
is also active in yeast where it is the target 
not only of GCN4, but also of another, pre­
viously unknown transcriptional factor 
yAP-1 (y for yeast) (HARSHMAN et al., 
1988). It appears that in yeast as well as in 
higher eukaryotes, there is a family of AP-1 
proteins, which GCN4 is a member of. 

The paradigm of yeast transcriptional 
factors, the GAL4 protein, can activate an 
artificial promoter in mammalian cells, 
when the GAL4 binding site is present up­
stream (KAKIDANI and PTASHNE, 1988; 
WEBSTER et al., 1988). Corresponding ex­
periments were also successful with Droso­
phila (FISCHER et al., 1988) and with the 
promoter of a plant virus in tobacco cells · 
(MA et al., 1988). 

Not only enhancers and upstream acti­
vating sequence (UAS) binding proteins are 
conserved, but factors that bind to the 
TAT A element are also exchangeable. A 
yeast factor can functionally replace the 
TFIID protein in an in vitro mammalian 
cell system (BURATOWSKI et al., 1988; CA­
VALLINI et al., 1988). 

Progress has been made in characterizing 
the CAAT box factor which has previously 
been reported to be identical to the nuclear 
factor I. The reason for certain discrepan­
cies between different research groups is 
now clear. There is a family of related pro­
teins that are apparently encoded by one 
gene but with differentially spliced tran­
scripts (SANTORO et al., 1988). In addition, 
there is evidence that proteins encoded by 
other genes have an overlapping binding 
specificity and biological activity (CHo­
DOSH et al., 1988 a). There is again a yeast 
connection. The yeast proteins HAP2 and 
HAP3, which are necessary for the activa­
tion of the CYCl (iso-1-cytochrome c) 
gene, have the same DNA binding charac­
teristics as a human CAAT box factor, and 
are also functionally interchangeable (CHo­
DOSH et al., 1988 b). In light of these results, 
it is perhaps not surprising that the human 
estrogen receptor is functional in yeast in 
a hormone dependent fashion and in­
duces transcription when the appropriate 
DNA binding site is introduced, exactly as 
in mammalian cells (METZGER et al., 1988). 

It is thus not without reason that yeast has 
acquired the status of "honorary mam­
mal". 

The binding of a number of regulatory 
proteins to DNA is a property of so-called 
zinc fingers, structural elements that were 
originally found for the transcriptional fac­
tor TFIIIA and, as is now known, are ap­
parently quite widespread (review EVANS 
and HOLLENBERG, 1988). A chain of 30 
amino acids characteristically contains four 
cysteine moieties or two cysteine and two 
histidine residues at precisely defined posi­
tions in the protein sequence and coordi­
nately bind a zinc ion. However, FRANKEL 
and PABO (1988) rightly caution that not ev­
erything that fits into this broadly defined 
scheme is a zinc finger. 

In one example it could be convincingly 
shown that the zinc finger domain of a pro­
tein alone is capable of binding DNA, and 
that zinc is necessary for this (NAGAI et al., 
1988). An exchange of cyst.eine into serine 
in the Drosophila segmentation gene "crip­
ple", which contains a zinc finger, destroys 
the· biological activity of this protein 
(REDEMANN et al., 1988). This is in agree­
ment with the central role of cysteine in 
binding zinc, the basis of the zinc finger 
concept. 

An additional level of regulation has 
been demonstrated by the finding that cer­
tain transcriptional activators must be phos­
phorylated before they bind to DNA and/ 
or exert their effects. For example, the 
CREB protein, which activates many euka­
ryotic genes in a cAMP dependent way, di­
merizes after phosphorylation and only 
then acquires DNA-binding properties and 
functions as a transcriptional activator (Y A­
MAMOTO et al., 1988). For the factor that 
mediates the response to heat shock, the sit­
uation is different depending on the organ­
ism from which it is derived. The yeast fac­
tor binds without being phosphorylated but 
does not become active until after phospho­
rylation (SORGER and PELHAM, 1988). The 
protein from mammalian cells binds and 
activates only after phosphorylation (ZI­
MARINO and Wu, 1987; KINGSTON et al., 
1987; SORGER et al., 1987). 
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XV. Mechanism o 
Transcriptional Activation 

It has been shown for GAL4 that the acti­
vating domain consists of a run of acidic 
amino acid. residues, the crucial factor be­
ing the generation of a negatively charged, 
local surface. The actual amino acid se­
quence plays only a secondary role (GINI­
GER and PrASHNE, 1987). A similar situa­
tion holds for other yeast activators such as 
GCN4 (HOPE et al., 1988). With the discov­
ery of the exchangeability of such factors 
between yeast and higher eukaryotes, the 
importance of these results has further in­
creased. Such domains have also been 
found for the glucocorticoid receptor 
(EvANS, 1988). A protein from herpes sim­
plex virus, VP16, which contains a highly 
acidic region, is one of the strongest activa­
tors known and can assume the function of 
GAL4 in yeast (SADOWSKI et al., 1988) 
when it is equipped with the corresponding 
GAL4-DNA binding domain. Physiologi­
cally it functions through non-covalent in­
teraction with a cellular DNA binding pro­
tein (TRIEZENBURG et al., 1988). 

The mechanism of activation by the 
acidic domain is still unclear. Conceivable 
explanations are interactions with RNA-po­
lymerase itself or a TAT A box binding pro­
tein resulting in the formation of a stable 
transcription pre-initiation complex. Ac-

. cording to this theory, favored primarily by 
PTASHNE (1988), the DNA between the' en­
hancer element and the TATA box is 
looped out. 

XVI. Chromatin 
Structure and Gene 
Regulation 

Another possibility for transcriptional ac­
tivation by means of negatively charged 
protein domains is that the proteins cause a 
local change in the chromatin structure, 
perhaps an "open window", for the tran­
scriptional machinery. HAN et al. (1988) 
have shown that interfering with histone 
biosynthesis leads to the activation of cer­
tain genes in yeast. This would be in agree­
ment· with the concept that the expression 
of these genes is normally repressed 
through their organization in chromatin. 

A more detailed picture emerges from 
studies in which the N-terminal 30 amino 
acids· of histone H4 in yeast were removed 
through manipulation of the corresponding 
gene (KAYNE et al., 1988). The cells divided 
somewhat slower but behaved normally as 
fas as the regulation of a number of differ­
ent genes is concerned. One function was 
impaired, however, the repression of a cer­
tain locus by a so-called silencer. A silencer 
is the opposite of an enhancer, that is, it re­
presses a gene in its vicinity through inter­
action with regulatory proteins. The new re­
sults show that the N-terminal section of 
the histone H4 is necessary for this repres-

• 
StOll • 

Evidence that the chromatin structure is 
involved in gene regulation also stems from 
the analysis of certain mutants which 
showed impaired regulation of a number of 
different genes. Analysis of these mutants 
revailed that the defect wa~s in the copy 
number, and therefore the gene dosage, of 
certain histone genes (CLARK-ADAMS et al., 
1988). This phenomenon could be directly 
confirtned through the targeted deletion or 
duplication of individual histone gene co­
pies (NORRIS et al., 1988). 
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XVII. Oncogenes 

The ras genes were the first for which the 
principle of proto-oncogene to oncogene 
activation was recognized. The correspond­
ing proteins are associated with the cell 
membrane, bind GTP and GDP, and take 
part in the signal transfer to the cell inter­
ior. Mutations that lead to amino acid 
changes, particularly at positions 12 and 61, 
turn the proto-oncogene into an oncogene. 
Even in small amounts this oncogene can 
transform mammalian cells, and it is found 
in about 30o/o of all human tumors. These 
amino acid changes stabilize the GTP com­
plex of the protein, which is active in signal 
transduction, while the GDP complex is 
inactive in this respect. It is still unclear 
which system receives the signal from the 
ras protein. 

A protein has now been discovered that 
interacts with the ras protein in mammalian 
cells and stimulates its GTPase activity 
(GAP for GTPase activating protein) (TRA­
HEY and McCoRMICK, 1987). The binding 
occurs via the effector region of the ras pro­
tein (CALES et al., 1988), so GAP might be 
the long-sought next link in signal transduc­
tion. 

The ras product is the first oncogene pro­
tein whose crystal structure has been deter­
mined (DE Vos et al., 1988). In fact, it has 
been shown that the ominous position 12 
contacts the P-phosphate group of the GOP 
molecule, and interacts with a glutamine re­
sidue at position 61. The region 10-14 is 
quite probably the catalytic center of 
GTPase activity. 

Of all the oncogenes and proto-onco­
genes, c-fos has probably received the most 
attention during 1988. It is among those 
genes that are most rapidly induced in re­
sponse to a growth stimulus and which in 
turn activate genes that are responsible for 
cell division. It has been found that Fos, the 
protein product of c-fos, occurs in the cell 
in a complex with other proteins, especially 
with p39. This protein has been identified 
as Jun, that is the product of the proto-on-

cogene c-jun (RAUSCHER et al., 1988; CHIU 
et al., 1988; SASSONE-CORSI et al., 1988 a). 
This discovery is very interesting because 
Jun is identical with the transcription factor 
AP-1. The complex of Fos and Jun binds 
more tightly to regulatory DNA elements 
than either of the two proteins alone (Kou­
ZARIDES and ZIFF, 1988). This is in accor­
dance with the role of the complex in gene 
regulation (CHIU et al., 1988). It could also 
be shown that the Fos-Jun complex binds to 
the c-fos promotor and represses c-fos tran­
scription in a negative auto-regulation (SAs­
SONE-CORSI et al., 1988 b). This could be 
the reason that after stimulation by a mi­
togen a c-fos transcription peak appears 
only for a short time before quickly leveling 
off again. 

LANDSCHULZ et al. (1988) believe that a 
series of leucine residues at intervals of 
seven amino acids are responsible for the 
interaction between Fos and Jun. This struc­
ture has been termed a "leucine zipper" be­
cause in a-helical regions these leucine resi­
dues lie next to one another and could in­
tract in a zipper-like pattern. In fact, in vitro 
mutagenesis studies with Fos in which leu­
cine residues have been replaced support 
this model, which is also invoked for the in­
teractions of other oncogene products 
(KouzARIDES and ZIFF, 1988). 

XVIII. Anti-Oncogenes 

It has been known for some time that tu­
mors can result not only through the activa­
tion of certain genes, but also through inac­
tivation. This mechanism is becoming in­
creasingly important; already about 20 such 
tumors are known, among which the one 
most intensively studied is retinoblastoma. 
A direct relationship between oncogenes 
and anti-oncogenes has been established. 

In the cell, the product of an adenovirus 
oncogene, the E1A protein, fortns a tight 
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complex with a cellular protein. It could be 
shown that this protein is the product of the 
retinoblastoma gene, which has been 
cloned (WHYTE et al., 1988). Furthermore, 
it turned out that the SV40-T antigen also 
forms such a complex (DECAPRIO et al., 
1988). It, therefore, seems that these onco­
genes do not exert their transforming effect 
directly, but rather through titration of the 
retinoblastoma gene product. 

XIX. Targeted Gene 
. Manipulation in 
Mammals 

The substitution of a chromosomal copy 
-of a gene by a copy modified in vitro is a 
standard technique in yeast, but is still very 

· difficult in mammalian cells. This is in part 
due to the fact that mammalian genomes 
are more than one-hundred times larger 
than the yeast genome. Secondly, illegiti­
mate, that is ·non-homologous, recombina­
tions is more frequent in higher eukaryotes 
than in yeast. The success of gene transfer 
experiments in mammalian cells is, there­
fo!e, dependent on efficient selection meth­
ods. MANSOUR et al. (1988) describe a well 
thought out strategy that is generally app­
licable. Embryonal stem cells are trans­
formed with linear DNA fragments which 
contain a segment that is homologous to the 
target region containing the gene X, but that 
is interrupted in the center through the in­
sertion of a neomycin-resistance gene 
(neor). Located at the very end of the frag­
ment is the thymidine kinase gene (tk) of 
the herpes-simplex virus. Two homologous 
cross~vers occurring in the homologous re­
gion to the left and right of neor lead to the 
incorporation of neor into the target region 
and simultaneous inactivation of the gene X 
(through the insertion of neor). This process 

is also known as "gene disruption". As are­
sult the tk gene at the end should be lost. 
On the other hand, non-homologous illegi­
timate integration of the DNA into other re­
gions of the genome would lead to incorpo­
ration of the tk gene since these reactions 
almost always start from the DNA ends. 
The legitimate recombinants should be x-, 
neor, tk-, while non-homologous integra­
tion should lead to the x+' neor, tk+ phe­
notype. Selection for neor can be achieved 
through the addition of the neomycin re­
lated antibiotic G418. Gancyclovir, a viro­
static nucleoside analog, that can only be 
phosphorylated through the viral thymidine 
kinase, selects tk- recombinants. MAN­
souR et al. (1988) have found that, by selec­
tion for tk-, homologous integration events 
are scored at a 2000-fold higher frequency 
and they show for two genes (hprt .and int-
2) that their strategy works. In the case of 

·. hprt, integration into the hprt locus occurs 
in almost all the cells that survive the selec­
tion. The frequency of homologous recom­
bination in the int-2 locus was about 20 

· times :less frequent, i.e., 4 of 81 colonies 
contained the desired insertion. 

. XX. Transcription 
in·--·Mitochondria 
o .:Trypanosomes 

A very unusual observation was reported 
concerning transcription of the sub-unit III 
of cytochrome oxidase in Trypanosoma bru­
cei (SHAW et al., 1988; FEAGIN et al., 1988; 
FEAGIN and STUART, 1988). In all euka­
ryotes this polypeptide is coded for·by the 
mitochondrial DNA, and this is not differ­
ent in the two protozoa Leishmania tarento­
lae and Crithidia fasciculata, which are 
closely related to Trypanosoma brucei. Prac­
tically identical mRNAs were found in all 
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three protozoa, but in T. brucei the appro­
priate gene is missing. "Missing" is perhaps 
not quite the correct term: there is a gene, 
in which thymidine is missing at almost all 
the positions where uridine is found in 
mRNA, but thymidine occurs occasionally 
where no uridine is present in the mRNA. 
The sequence of C, G, and A in the gene is 
precisely the same as in the mRNA. The au­
thors were left with no conclusion other 
than that after transcription, uridine moie­
ties are inserted and occasionally deleted -
a process they call "RNA editing". That 
would mean that almost 50o/o of the se­
quence information is inserted after tran­
scription, an event that is without precedent 
in molecular biology. 

XXI. Cell Cycle 

The product of the cell cycle gene CDC2 
from Saccharomyces pombe is necessary to 
bring the cell past two points in the cell cy­
cle. Depending on the nutrient content of 
the medium, it can be phosphorylated and 
thereby acquires protein kinase activity. It 
has now been discovered that this protein is 
identical with a subunit of the maturation 
promoting factor (MPF) of Xenopus, which 
is responsible for the onset of mitosis. This 
factor consists of a 45 000 (45K) molecular 
weight protein and a 34K subunit. GAu­

TIER et al. (1988) showed that this small 
subunit reacts with antibodies against the 
yeast CDC2 protein, and has protein kinase 
activity. They conclude that it is identical 
with the CDC2 protein. DUNPHY et al. 
(1988) came to the same conclusion using 
different experiments. They showed that a 
protein that binds to the CDC2 product in 
yeast also binds to the 34K protein in Xeno­
pus, thereby preventing the induction of mi­
tosis in interphase extracts from Xenopus 
eggs. MPF is identical with a histone H1-
kinase (ARION et al., 1988) that is found in 

many eukaryotic cells. This histone could 
be a physiological substrate of MPF in 
these organisms. 

Another cell cycle gene from Saccharo­
myces pombe, CDC13, has recently been se­
quenced. It has been deduced from genetic 
investigations that the product of this gene 
interacts with the CDC2 product. When the 
amino acid sequence of the CDC13 protein 
was deduced from the DNA sequence, it 
turned out that this protein was highly ho­
mologous to the so-called cyclins (SoLo­

MON et al., 1988). Cyclins are a group of 
proteins that accumulate during interphase, 
are destroyed after mitosis is complete, and 
have a regulatory function in the cell cy­
cle. 

XXII. T-Lymphocyte 
Antigen Receptor 

Although the existence of a second T -cell 
receptor, consisting of a y- and a 8-chain, 
was proven last year, its function and cellu­
lar distribution remain unclear. GooDMAN 

and LEFRANc;ois (1988) reported that this 
receptor is found in mouse T-cells obtained 
from the intestinal mucosa. BoNNEVILLE et 
al. (1988) also came to the same conclusion. 
Most surface epithelia contain lymphocytes 
that have a local immuno-defensive func­
tion, and these cells appear to express the 
second T-cell receptor (JANEWAY et al., 
1988). 



XXIII. AIDS 

The suspicion that the third HIV virus, 
called HTLV4 according to the old nomen­
clature, was the result of a laboratory con­
tamination by a monkey virus, could be ver­
ified. KESTLER et al. (1988) investigated the 
DNA of the monkey virus SIVMac and 
found that isolates from different macaques 
were quite different, but that one of these 
isolates was identical with HTLV4. This iso­
late had been made available to KANKI 
whose laboratory characterized HTLV4 for 
epidemiological studies. In a reply EssEx 
and KANKI (1988) themselves took the view 
that HTLV4 must be considered a labora­
tory contamination. As a consequence, the 
theory that the human AIDS virus was re­
cently evolved from a virus of the African 
Green Monkey (AGM) no longer holds. A 
complete sequencing of SIV AGM DNA (Fu­
KASAWA et al., 1988) shows as many differ­
ences from HIV1 and HIV2 as the se­
quences of the two human viruses do from 
each other. Despite enormous world-wide 
research activity, the AIDS virus still holds 
many puzzles (LEVY, 1988). 

XXIV. Scid Mice 

Scid (severe combined immunodeficien­
cy) is an autosomal recessive mutation that 
appeared spontaneously several years ago 
in a mouse strain (BosMA et al., 1983) and 
that has attracted much attention ever since. 
Scid mice allow new insight into the func­
tion of the immune system, and they are 
also of increasing importance for basic and 
applied research. 

Mice which are homozygous for the scid 
mutation have no functional B- and T-cells 
and therefore no immune system of their 
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own. It had been known before that scid 
mice are unable to correctly rearrange their 
immunoglobulin gene segments and those 
of the T-lymphocyte antigen receptors. The 
underlying defect has now been investi­
gated in more detail by characterizing the 
rearrangement products of the immunoglo­
bulin genes in cell lines from scid mice 
(MALYNN et al., 1988), or by transfecting 
plasmids that contain the recombination 
signals from T-cell receptor gene segments 
(LIEBER et al., 1988). Recombination events 
did take place; they were aberrant, howev­
er, V-, D-, and J-gene segments were never 
fused together. This· defect in recombinase 
activity can explain the scid phenotype, 
since development of the B- and T-lympho­
cytes appears to be perfectly normal other­
wise (SCHULER et al., 1988). 

Stem cells from the human immune sys­
tem have been successfully transplanted 
into scid mice to give so-called scid-hu­
mice (hu for human) (McCUNE et al., 1988; 
MosiER et al., 1988). Mature human T- and 
B-lymphocytes have indeed been obtained 
from hematopoietic fetal liver cells, fetal 
thymus, and fetal lymph node tissue. Due 
to their defect, scid mice cannot reject for­
eign cells, as would normally be the case. It 
is obvious that such a system is invaluable 
for investigating the immune system and 
also as a model .system for the study of the 
AIDS virus (NAMIKAWA et al., 1988), which 
infects human T-lymphocytes. Even the 
production of human antibodies should at 
least in principle be possible. 

XXV. Genetic Diseases 

In 1987, the gene defective in Duchenne 
muscular dystrophy was elucidated. The 
gene product, a protein of molecular weight 
400 000 called "dystrophin", has since been 
studied intensively. A first report claiming 
that dystrophin is located at the border be-
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tween the sarcoplasmic reticulum and the 
actin filaments could not be confirmed. 
Several research groups now reported that 
dystrophin is localized on the outer mem­
brane (the sarcolemma) of heart and skele­
tal muscle fibers (ZUBRZYCKA-GAARN et 
al., 1988; ARAHATA et al., 1988; WATKINS 
et al., 1988; BoNILLA et al., 1988). The sec­
ondary structure of the protein is similar to 
that of spectrin, a cytoskeletal protein from 
erythrocytes (KOENIG et al., 1988). It was, 
therefore, suggested that dystrophin plays a 
role in muscle similar to that of spectrin in 
erythrocytes - the .link between the plasma 
membrane and the cytoskeleton of the myo­
fibrils. 

Molecular analyses have now also pro­
vided a reason why the clinical manifesta­
tions of Becker muscular dystrophy are less 
severe. This disease is also caused by dele­
tions in the coding region of dystrophin. 
However, they do not change the reading 
frame and, therefore, a shortened protein is 
synthesized. In the Duchenne form, by con­
trast, there is a frame shift, so that a func­
tional protein is completely missing (Mo­
NACO et al., 1988; FORREST et al., 1988; 
KOENIG et al., 1988). 

Alzheimer's disease, a form of senility, is 
diagnosed from the appearance of charac­
teristic intracellular neurofilaments and ex­
tracellular amyloid plaques in certain re­
gions of the brain. A eDNA for protein A4, 
consisting of 42 amino acids, could be de­
rived from amyloid plaques. This eDNA 
codes for a much larger precursor of the A4 
protein (695 amino acids). Three indepen­
dent research groups have now reported in­
dependently that a further eDNA, which 
codes for a protein 57 amino acids longer, 
has been isolated (PONTE et al., 1988; 
TANZI et al., 1988; KITAGUCHI et al., 1988). 
The corresponding mRNA is derived from 
the same gene and is formed by alternative 
splicing of a common precursor. Interest­
ingly, the additional peptide belongs to the 
serine protease inhibitor family. This find­
ing is quite remarkable because the patho­
logical changes that are characteristically 
found in brains from Alzheimer's patients 
might be due to a defect in the proteolytic 
processing of the precursor protein (review: 

GLENNER, 1988). Since not all proteases 
are likely to react to the newly discovered 
inhibitor in the same way degradation of 
the precursor protein might well depend on 
the presence or absence of this inhibitor do­
main. Moreover, CARRELL (1988) pointed 
out that surface-bound serine protease inhi­
bitors have a regulatory function in the dif­
ferentiation of nerve cells (GLOOR et al., 
1988). 

The other pathological change in Alz­
heimer's patients are intracellular aggre­
gates of neurofilaments. It has now been 
shown that they consist of a protein frag­
ment called tau which is associated with mi­
crotubules (GOEDERT et al., 1988; WISCHIK 
et al., 1988 a, b). These structures could rep­
resent the final stage in the disintegration of 
the cytoskeleton. 

DNA diagnostics has been successfully 
applied to a complex -mental illness, manic 
depression. Similar .results· have been re-

. ported for schizophrenia. ·By correlating ge­
netic markers with the appearance of schi­
zophrenia in some Icelandic and British 
families, there were indications that a pre­
disposition to this disease· is caused by one 
gene on chromosome 5 (SHERRINGTON et 
al., 1988). Not unexpectedly, another re­
search group found no correlation with this 
region for a large Swedish family (J. L. 
KENNEDY et al., 1988). This is in agreement 
with the fact that schizophrenia is a com­
plex disease with many different factors 
contributing to its etiology .. A similar situa­
tion has also been reported for manic-de-

• presston. 



XXVI. Polymerase Chain 
Reaction 

. 

The so-called polymerase chain reaction 
(PCR) constitutes one of the most impor­
tant new developments in molecular bio­
logy (MULLIS and FALOONA, 1987). This 
technique was developed in the laboratory 
of H. A. EHRLICH, at the Cetus Corp. in 
California. By this method, any desired 
DNA fragment can be amplified. First, two 
short DNA pieces (primers) are synthe­
sized, one complementary to one strand on 
the left, the other to the other strand on the 
right side of the region to be amplified. 
Then the starting DNA is denatured and 
renatured in the presence of the primers, 
which bind to their complementary se­
quences. Starting with these primers, two 
new strands, complementary to the original 
ones, are synthesized using DNA polymer­
ase. After denaturation and renaturation 
the same -reaction is repeated, and the prim­
ers can bind to both the original as well as 
the newly-synthesized DNA. 

With each cycle, the DNA region be­
tween the primers is duplicated. For exam­
ple, after twenty cycles this region is present 
220 times, a million times the original 
amount. Recently, the Escherichia coli poly­
merase, which is inactivated with each cycle 
and, therefore, must be added again, was 
replaced by a polymerase from the bacte­
rium Thermus aquaticus (SAIKI et al., 1988). 
These bacteria normally live in hot springs 
and have a stable DNA polymerase that 
survives the DNA denaturation step. 

Using this method and starting with the 
total genomic DNA, one .can investigate 
any gene directly. For example, one can se­
quence it without having to clone it first. 
Although the first publication was rather re­
cent (SAIKI et al., 1985), there is already a 
flood of applications including the study of 
genetic lesions, diagnosis of infectious pa­
thogens like the AIDS virus, oncogene acti­
vations, or the analysis of DNA polymor­
phisms in DNA diagnosis. 
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MILLS (1988) described a type of "PCR in 
vivo". Through the simultaneous expression 
of the replicase of the Qj3 phage and a suit­
able mRNA substrate, he was able to show 
that the mRNA is amplified in vivo . 

XXVII. DNA Diagnostics 

The current status of DNA diagnostics 
has recently been summarized (LANDE­
OREN et al., 1988). Only two examples will 
be mentioned here. With the help of PCR, it 
is possible to type the DNA from a single 
hair (that is, from the cells that adhere to 
the shaft region), and to identify the pre­
vious owner of the hair (HIGUCHI et al., 
1988). . 

Even the amount of DNA from a single 
cell, either a diploid body cell ot a haploid 
sperm cell, is sufficient for characterization 
through PCR (LI et al., 1988). This technol­
ogy will certainly open a new era in foren­
sic medicine. DNA characterization using 
the "minisatellite DNA" technique devel­
oped ·by JEFFREYS (1988), which· relies on 
"classical" hybridization (i.e., without am­
plification), has been used in England to 
identify and convict a rapist in court. 
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